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6Figure 1:  vOLTHA Components


1. 
Introduction

This document describes the approach that will be taken to secure the communication between 
Different vOLTHA Components. Objective is to Encrypt & Authenticate Various Channels.

2. 
vOLTHA Components 

Below is a diagrammatic representation of various vOLTHA Components and corresponding 

Communication channels.  
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Figure 1:  vOLTHA Components
3. Various Communication Channels

· vOLTHA Inter Container Traffic 

· gRPC between Chameleon and vOLTHA Core

· gossip between Consuls

· gRPC between OF-Agent and vOLTHA Core.
· Kafka < ( Kafka Channels.

· Many Other Protocols.
· vOLTHA NB Traffic 
· REST to/from Chameleon 
· Open-Flow to/from OF-Agent to ONOS

· Netconf to/from Netconf Agent of vOLTHA

· vOLTHA SB Traffic 
· vOLTHA Adapter to OLT Traffic. 
3.1 Securing Voltha Inter Container Traffic
           All vOLTHA Containers will be brought up in Swarm Mode either in Single Node or in 

           Multiple nodes. Docker Swarm mode overlay network security model will be used for 

           Securing inter container traffic.

Overlay networking for Docker Engine swarm mode comes secure out of the box. The swarm nodes exchange overlay network information using a gossip protocol. By default the nodes encrypt and authenticate information they exchange via gossip using the AES algorithm in GCM mode. Manager nodes in the swarm rotate the key used to encrypt gossip data every 12 hours.

Also encryption can be turned on for data gets exchanged between containers on different nodes on the overlay network. To enable encryption, when you create an overlay network pass the --opt encrypted flag:
[image: image2.png]$ docker netuork create --opt encrypted --driver overlay my-multi-host-netuork
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Once overlay encryption is enabled, Docker creates IPSEC tunnels between all the nodes where tasks are scheduled for services attached to the overlay network. These tunnels also use the AES algorithm in GCM mode and manager nodes automatically rotate the keys every 12 hours.

 Example: 2 Containers in a 2 Node Deployment Scenario.
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· There will be VXLAN Tunnels between vOLTHA Nodes to carry all Inter Container traffic from one vOLTHA Node to another.
· IPSec will be used in Transport Mode using Pre-Shared Key.

· NO Authentication. 

· Swarm Manager takes the responsibility of changing the Pre-Shared Key Periodically.

3.2 Securing Voltha NB Traffic

TBD. (Not scoped in Voltha-1.0)_
OPTION: TLSv1.2 with Certificate based Authentication an Option

· vOLTHA NB Communication will be TLSv1.2 Secured using Self-Signed Certificate but No Authentication at start-up.
· Encryption Algorithm: AES-256 bit.

· User can generate a vOLTHA Component Certificate outside of vOLTHA and get it signed by a CA and import to vOLTHA Node using a vOLTHA CLI.
· At this point also, Inter Container Communication will be TLSv1.2 Secured using Self-Signed Certificate but No Authentication at this Point.
· Now Enable Authentication (Certificate Verification) – Certificate, Pvt Key and CA.Pem will be copied over to the Container file System.
· Both Parties will present and verify Certificate against CA.Pem during TLS Handshake.
3.3 Securing Voltha SB Traffic

TBD. (Not scoped in Voltha-1.0)_

3.4 Sample Self-Signed Cert and CA Cert

· Self-Signed Certificate:

[image: image4.png](ertificate:
Data:

Version: 1 (Ox0)
Serial Nunber: 10045472013757248087 (Ox97e620celefaf2s7)
Signature Algorithm: sha2’6iithRSAEncryption

Isiuﬁr: (=AA, ST=88, L(C, 0=I(ertify, OU=Security, CN=Icertify Cryptography Group/enailAddress=calicertify.con
Validity

Not Before: Jun 1 11:03:29 2017 @iT

Not After @ Jul 111:03:29 2017 QT
Subject: C=US, ST=CA, Lenlo Park, O=OpenVoltha, OU=R-CORD, CN=R-CORD Acess Network/enailAddress=r-cordipenVotha. con
Subject Public Key Info:

Public Key Algorithm: rsaEncryption

PubTic-Key: (2048 bit)




· Sample CA Certificate:
[image: image5.png]Certificate:
Data:
Version: 3 (0x2)
Serial Number: 17472414360023413595 (0xf27a7c49alal335h)
Signature Algorithm: sha256WithRSAEncryption
ﬁ"‘ﬁy (=M, ST=BB, L=(C, 0=ICertify, OU=Security, CN=Icertify Cryptography Group/emailAddress=calicertify.com
alidi

Not Before: Jun 1 10:48:46 2017 GNT
Not After @ Jul 1 10:48:46 2017 GHT
Subject: C=AA, ST=BB, L=CC, 0=ICertify, OU=Security, CN=Icertify Cryptography Group/emailAddress=calicertify.con
Subject Public Key Info:
PubTic Key Algorithm: rsakncryption
Public-Key: (2048 bit)





4. Open Items
· CRL vs OCSP?? 
·  RADIUS Communication from ONOS to RADIUS Server???  Do we have to secure these?
· CA – Private vs. Industry Standard (Verisign, GoDaddy, GeoTrust, DigiCert etc...)?? 
Suggestion: Private Repository Node that will be used to bring-up vOLTHA 

Nodes can be used as PKI Infrastructure Node – All the Certs/Keys will be 

generated in this Node vOLTHA Nodes will import them from this Node?

5. Acronyms
	Acronym
	Description

	OS
	Operating System

	ONOS
	Open Network Operating System

	R-CORD
	Residential - Central Office Re-architected as datacenter

	CPE
	Customer Premise Equipment

	OLT
	Optical Line Termination

	VM
	Virtual Machine

	VOLTHA
	Virtual OLT Hardware Abstraction
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